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TECHNOLOGY AND DESIGN

1. PROBLEM OVERVIEW

https://hkust-vgd.qgithub.io/scanobjectnn/

5. EXPERIMENTS

* In the recent years, deep learning for point cloud data have S s s &
. . . . . . . cpe e S VA 4
demonstrated great potentials in solving classical problems in 3D vision. Classification Accuracy AR L
« Several recent methods have reported very high accuracies on object PointCNN oM R od ol BSadl el o
classification on CAD model datasets, such as ModelNet40. DGO - | ——— - PoiniNetss [12] | 436 | 378 | 372 | 333 | 320
o - NNt 1| 493 | 424 | 403 | 366 | 36
» But, scans for real applications (eg. AR/VR) are very different from CAD. ZdthtNN — el PoniCNN ] | 322 | 257 | 281 | 264 | 246
¢ CAD VS Scans o T, — b) Trained on CAD
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o CAD models are clean and synthetic. B i —— R
o Differences in low-level geometry caused by object clutter, O o s e s om s w s o &S TS
. : | s e ® ModelNet m OBJ_ONLY mOBJ_BG  mPB_T25 3DMFV [2] | 738 | 68.2 | 67.1 | 674 | 635 | 630
occlusion, broken-ness, background, etc., present in scan data. - 255 T25 R mPs 150 R mbB 150 RS Jomxat) | m2| 73| s | 7| 6v2 | o
g ﬂ v @ R % }J \& ~, ‘ ‘ ’ l PointNet++ [32] | 843 | 823 | 82.7 | 81.4 | 79.1 | 77.9
DGCNN [42] 86.2 | 82.8 | 83.3 | 81.5 | 80.0 | 78.1
Sofa Table 3 Toilet a) Comparlson between CAD and real performances PointCNN [25] 85.5 | 86.1 | 83.6 | 82.5 | 785 | 78.5
« ScanObjectNN contains ~15,000 objects in 15 categories with 2902 c.) Trained on ours
unique object instances. . . )
» Represented by a list of points with coordinates, normals, colors =L kL i T TREIRE R TR A T TR
. . . ZZZ'E . Z“Ss'i . zr;.l: PpintNet [30] 2.8 72.1 | 43.0 83.0 100.0 | 98.0 93.0 4.0 | 35.0 | 23.0 | 26.0
attributes and semantic labels. 08 pNerrs (1] | 189 | 714 | 128 | 940 | 450 | 190 | 880 | 20 | 450 | 140 | 350
. . g e § e g e DGCNN [42] | 472 | 757 | 11.6 | 94.0 | 850 | 83.0 | 100.0 | 9.0 | 45.0 | 42.0 | 12.0
° We aISO prOV|de part annotations. pff:‘z --l.... pﬁfﬁ pf;:z PointCNN [25] | 42.5 10077.9 244 | 760 | 200 | 920 | 760 | 40 | 350 | 240 | 19.0
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2. CONTRIBUTIONS
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1) We introduce a new obiect (a)OBJ BG  (b)PB T25 (c)PB T25 R (d)PB T50 R (c) PB T50 RS _ L, o e e ST T el T T e SN R R
(1) ) » To introduce “noise” variations g et g
dataset of real-world scan data | | | e.-f.) Per class agcuracies on ModelNet common
: o : d.) Confusion matrices of the different methods on our classes when trained on our PB_T50_RS. Results
for pomt cloud classification by hardest variant, PB_T50 RS show low accuracies in classes (e.g. bed) where
|everaging on state-of—the-art putaiond | complete structures are never observed in scans.
A : —= = . scene mesh datasets_ ::ég%éé%; ¢ he |dea IS to CIaSS|fy Only based on ObjeCt
SceneNN ScanNet B — geometry and not on the background. oA | mhce | OA | mAce
reature vector 3DmFV [2] 63.0 | 58.1 | 515 | 522
(2) We conduct a comprehensive benchmark on existing point cloud - N ~ | | | PointNet [30] | 682 | 634 | 509 | 527
- - i L esu » Jointly classify and segment the point cloud reinNetsr 32 | 779 | 754 | 474 | 459
techniques on both synthetic and real-world data. Our benchmark also e mi ) i — _ ossificat I piviens Sl A B Il B
identifies three open problems: (i) handling object partiality, (ii) handling fiiiﬁii?iﬁfaia%ons to Improve classitication results on scans. BOAPNI (ou) | 802 | 775 | 526 | 06
. . . sk vector | BGA-DGCNN (ours) | 79.7 | 75.7 | 56.5 | 57.6
background points, and (iii) generalization between CAD and scan. O . ) Overall oor P
: : : : : FC 128 ° - - ‘ .) Overall performances of the different models on our
(3) A new network architecture that is able to classify objects observed in a , Our BGA-PN++ and BGA-DGCNN are PB. 50, RS and ModelNet when trained only on PB, T50_RS.
| \|/k\|/\|/d\!/\|'/ | [class prediction | b df PointNet++ d DGCNN g.) Segmentation results of our BGA-models anlte ol : 4  dale
real-world setting by a joint learning of classification and segmentation. | o) | ottt ased rom FointNet++ an - | ~ Results show the superior performance of our BGA models.
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